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Who 1s MotherDuck..

MotherDuck

Founded in : May 2022

General Availability : June 2024

Employees: ~55

Locations: Seattle (HQ), SF, NYC, Amsterdam
Funding: $100M (Series B)

DuckDB Labs Partnership

Amsterdam Offsite 2024
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Using MotherDuck - As simple as..

duckdb md:

vl.1.1 af39bdOdcf
Enter ".help" for usage hints.
D SHOW ALL DATABASES;

alias is_attached type fully_qualified_name
varchar boolean varchar varchar

amazon_reviews_share motherduck share md:_share/amazon_reviews_share/f09b8455-74d7-45ab-ad4b-2041da392ab0

duckfood motherduck share md:_share/duckfood/faf5982e-9978-41b0-8eb1-7613d08alb42
local_duck duckdb

my_db motherduck md:my_db

columns

MotherDuck



Web Ul -

app.motherduck.com

4" MotherDuck Prod v

+ Add Data

Notebooks v

B My Notebook

B Untitled Notebook
[l My Demo Notebook

Attached databases v
v (2 amazon_reviews_share
v B2 automotive
v @ meta
T asin
T title
[] categories
T brand
T description

B

title_embedding

B

description_embedding
> @8 main
> £ duckfood

My Demo Notebook

» Run [ amazon_reviews_share v

SELECT * FROM automotive.meta LIMIT 10

10 rows returned in 725ms

asin title categories brand
1 BO7F41R2CS HVACSTAR 2PCS Rubber Steering Boot Arm 6532127 C... ['Automotive', 'Replacement Parts', 'Shocks, Struts & Su...
B0744B47JJ 1Ix Front Driver Left LH Side Power Glass Window Regul... ['Automotive’, 'Replacement Parts', 'Window Regulators...  VioletLisa
B014J76JHM IND STURGIS Driver Seat Gel Pad for Harley Touring FL... [ ive', & ports’, '‘Accessoril IND STURGIS
BOOBRN49VS Tungsten Marine Lower Bent 4 Inch Exhaust Tube Bello... ['Automotive’, 'Replacement Parts’, 'Exhaust & Emission...
BOOBBUPXXW IPCW CWF-507C2 Ford Ranger Clear Halo Projector Fo... ' [‘Automotive’, 'Lights & Lighting Accessories', 'Bulbs'] IPcw
BOIDSJKAOU Thilon - 1.72" 42mm 6-SMD 5050 Festoon LED Bulbs F...  ['Automotive’, 'Lights & Lighting Accessories', 'Bulbs’, 'l...  Thilon
BOO6XKGOOK 312 Motoring fits 2005-2012 Subaru Forester Clear Doo... ' [‘Automotive', 'Replacement Parts', 'Body & Trim', 'Body... 312 Motoring
BO06VREJSI Shoei Neotec Anthracite Modular Helmet - 2X-Large [ ive', & ports’, ive G... Shoei
B0043MEBMW Dynojet Q107 Jet Kit for TRX400EX 92-08 [ ive', & ports', 'Parts'] Dynojet
BO72KDHAT6 Scratch 1 Pair Car Seat Belt Strap Covers Shoulder Pad ... ['Automotive’, 'Replacement Parts', 'Body & Trim', 'Trim"... Unknown
. __________________________________|
Filter 10Rows @ & ~
+ Add Cell

[ Docs @ Help
Current Cell v a
10 Rows
7 Columns ()
Q = Default
T asin 10 -
T title 9
[] categories 10
I" brand 9 20%
T description 7 =
=1 title_embedding 10
&3 description_embedding nodata  100%

q’ MotherDuck



And there is more...
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And there is more...
WASM SDK for Low-Latency Data Apps

/" MotherDuck

WASM Client Library Example

+ Click on a year to drill down into top complaints by type.

Complaints Received by New York City Police Department

https://www.npmjs.com/package/@motherduck/wasm-client

https://github.com/motherduckdb/wasm-client/tree/main

M


https://github.com/motherduckdb/wasm-client/tree/main
https://www.npmjs.com/package/@motherduck/wasm-client

And there is more...
Al

MotherDuck Data App Generator

https://github.com/motherduckdb/wasm-client/tree/main/data-app-generator
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https://github.com/motherduckdb/wasm-client/tree/main/data-app-generator

MotherDuck

NL to SQL

Text Processing with
LLMs in SQL

Embeddings & Vector
Search

Classical
Machine Learning
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Let’'s Start With A Quiz

doehmen@T1ills-MacBook-Pro mono % ollama run duckdb-nsql

. . . >>> get all columns ending with _amount from taxi table
e get all columns ending with _amount from taxi table SELECT COLUMNS('.*_amount') FROM taxi;

PY get a 10% reservoir table Sample of rideshare table >>> get a 10% reservoir table sample of rideshare table
SELECT * FROM rideshare TABLESAMPLE RESERVOIR(10%);

e show summary statistics of rideshare table %
SUMMARIZE rideshare;

DucKDB—“SQL AT THAT QUACKS: INTRODUCING

DUCKDB-NSQL, A LLM FOR DUCKDB SQL pip install ollama
— TEXTZSQL MODEL Our first Text2SQL model release! q [
FOR DUCKDB

—/

—/

[ npm install ollama

Numbers Station MotherDuck

https://hugaingface.co/spaces/motherduckdb/DuckDB-NSQL-7B



https://huggingface.co/spaces/motherduckdb/DuckDB-NSQL-7B

2024/07/25 - Till Dhmen, Jordan Tigani
AI THAT QUACKS: INTRODUCING
DUCKDB-NSQL, A LLM FOR DUCKDB SQL

Our first Text2SQL model release!

TEXT2SQL MODEL
FOR DUCKDB

“ " Numbers Station " MotherDuck

< motherduckdb DuckDB-NSQL-7B-v0.1 T ©like 72

% Text i £ E=3 llama @ text-generation-inference @ Inference Endpoints

# Modelcard I~ Filesandversions ¢ Community Settings

DuckDB-NSQL-7B

Model Description

NSQL is a family of autoregressive open-source laree foundation models (FMs) designed specifically
for SQL generation tasks.

In this repository we are introducing a new member of NSQL, DuckDB-NSQL. It's based on Meta's
original Llama-2 7B model and further pre-trained on a dataset of general SQL queries and then fine-

tuned on a dataset composed of DuckDB text-to-SQL pairs.

Training Data

200k DuckDB text-to-SQL pairs, synthetically d using Mixtral-8x7B-Instruct-v0.1, guided by
the DuckDB v0.9.2 documentation. And text-to-SQL pairs from NSText2SQL that were transpiled to
DuckDB SQL using sqlglot.

Evaluation Data

We evaluate our models on a DuckDB-specific benchmark that contains 75 text-to-SQL pairs. The

benchmark is available here.

15

DuckDB-NSQL Text2SQL Benchmark
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2024/01/25 - Till D8hmen, Jordan Tigani
AI THAT QUACKS: INTRODUCING
DUCKDB-NSQL, A LLM FOR DUCKDB SQL

Our first Text2SQL model release!

TEXT2SQL MODEL
FOR DUCKDB

DuckDB-NSQL Text2SQL Benchmark

" Numbers Station MotherDuck 0.8
, _ i Caleb &
“kdb DuckDB-NSQL-7B-v0.1T ©like 7° @calebfahlgren
% Text i ¥ ormers & llama @ text-generation-inference @ Inference Endpoints 0.6
9 Months Ago, @NumbersStnAl and @motherduck created the DuckDB
-
# Model card Files and versions Community Settings NSQL Eval benchmark 2
Now, there are two new datasets on HF:
DuckDB-NSQL-7B 04 + DuckDB NSQL Eval Questions
« Benchmark Results ran by @tdoehmen
Model Description
) . _ . . " We are working to create a space for 1-click benchmarking of any model
NSQL is a family of autoregressive open-source laree foundation models (FMs) designed specifically
) from OpenRouter!
for SQL generation tasks.
Post libersetzen
0.2
In this repository we are introducing a new member of NSQL, DuckDB-NSQL. It's based on Meta's —
original Llama-2 7B model and further pre-trained on a dataset of general SQL queries and then fine-
tuned on a dataset composed of DuckDB text-to-SQL pairs.
Training Data
200k DuckDB text-to-SQL pairs, synthetically generated using Mixtral-8x7B-Instruct-v0.1, guided by
the DuckDB v0.9.2 documentation. And text-to-SQL pairs from NSText2SQL that were transpiled to

DuckDB SQL using sqglot.

Evaluation Data

We evaluate our models on a DuckDB-specific benchmark that contains 75 text-to-SQL pairs. The

benchmark is available here.

https://huggingface.co/sql-console


https://huggingface.co/sql-console

Read, Transform, Write

Ask Questions Analyze Data and Provision Data

gineers

Data Analysts & Data Engineers &
Data Scientists DBA’s

Business Users

Data Knowledge

_ SQL Knowledge
Business Knowledge




Turn your thoughts into complex SQL queries:

CHESS EXSL+ granite-20b-code:
| MCS-SQL + GPT-4: OpenSearch-SQL + GPT-4
MCS-SQL + GPT-4 PBSQL} ‘GRasQL
Calculate the sum of salaries from the last year ’\l GPT4+ data entity modeling DTS-SQL + DeepSeek
2024
A — MAC'SQL + GPT4
TS + NatSQL + Token Preprocessing | ﬁ Dubo-sQL Sl
| [N-best Rerankers DAIL'SQL + GPT4)
G'R+LGESQL+ ELECTRA__| PICARD | SFT CodeS
Generate Error Free T )
Ty __RESDSQL + NATSQL J — /C3 + ChatGPT + Zero-Shot| ChatGPT 3 CoT
3 (Graphix + PICARD
.1, A Translate s L . S d v e ZERoNL2SQL
Az QL in Seconds. swrom ) | (worem)
Cli - 2022 : Y —
ick it! RAT-SQL | |_SADGA + GAP DT-Fixup SQL-SP
\+ GraPPa + GP )[ ETA + BERT +RoBERTa

Use simple English and let Al do the heavy lifting for you. With Al Query anyone can create efficient SQL (
[ Text25QLGen +EG | [ RAT-SQL + TR

(RaTSQL+ GAP)
€>cC [ +natsaL
2021 Neural Network-based

Methods
al top customers? Duogquest ATHENA+

Stop wasting time . ==
writing SQL queries. - . — < =

Simply write what you need, and let Blaze Al write the SQL for you.

5'5QL+ ELECTRA |
_RasaP +ELECTRA ]

RYANSQL |- =
[BRIDGE |

(_sLsQL + BERT+ Data Annotation |
GNN + Bertrand-DR —_— Y

2019

Spider

m —
SQuizer

Generate a SQL query to find all users 2017

MRS o . ATHENA TRDiscover  EchoQuery (EONRYImen
over 18 years old living in California e VoL 500 oet USSR
Al SQL Quer‘l = 2004 QuIK précis PRECISE
Others.
?
How accurately can LLMs generate SQL? Miestone NL2SQL Evolutionary Tree [ Bendhwmars Spider | BIRD ]
—
o Using contextually-relevant umM . .
Use artificial intelligen SQL hos a dramati " o Figure 1: An Overview of NL25QL Methods.
debug, and edit SQL queri{® Adding a handful of improvement in accuracy —peiby
100% example queries -
90% improved results 89% GPT-4 worked

Email address best overall for

The Dawn of Natural Language to SQL: Are We Fully Ready? Boyan Li, Yuyu
Luo, Chengliang Chai, Guoliang Li, and Nan Tang, VLDB 2024

Providing just
the schema
doesn't work well

% of questions correctly translated

10%

Schema Static Contextual Avg

Context Strategy




Ask Questions Analyze Data

and Provision Data

gineers

Data Engineers &

Business Users DBA’s

e Drafts for Analytical Queries
e Requires Data & SQL
Knowledge for Verification

Read, Transform, Write

19



Read, Transform, Write
and Provision Data

Ask Questions Analyze Data

gineers

Data Engineers &

Business Users DBA’s

DB-NSQL

e Simple DuckDB SQL snippets
for any type of statements

e Saves round trip to docs

e Not suitable for complex
analytical queries

20



Read, Transform, Write

Ask Questions Analyze Data and Provision Data

war gineers

Data Engineers &

Business Users DBA’s

Text-2-x

QL

https://www.malloydata.dev.

e Regular NL2SQL not a fit e Drafts for Analytical Queries
e Built-in Semantic Correctness e Requires Data & SQL
e Requires making tribal data Knowledge for Verification

knowledge explicit (lot of work!)

21


https://www.malloydata.dev/

Read, Transform, Write 22

Ask Questions Analyze Data and Provision Data

Business Users

Text-2-Semantic
Layer

Regular NL2SQL not a fit e Drafts for Analytical Queries e Focus on Dev. Experience
Built-in Semantic Correctness e Requires Data & SQL e Support for DDL / DML/
Requires making tribal data Knowledge for Verification ETL-Tasks

knowledge explicit (lot of work!)



SQL Assistance in MotherDuck

k=3
My Notebook F I X I l
P Rur & product_hunt v -
Effective
with data as ( ¥
2.
select *, = maw =3 =
strptine (relesse_date, ‘W¥-ta-sd) as dt = s |48V 7 Error Fixe
: : % ) 2 - ep‘&/
from product_hunt_2021 date» °’d1,9°\j (p ACCEY_—
! eCT \ease- vogm | G L once) B
select bEL £ e(re o _date> * C2 f S L
sum(upvotes), name, dt, category, makers, hunter, product_r e (re eass= O r
frm trpt—\“\e
S
data
order by
sum(upvotes) S
b gpvotes’ ¢ 20213 CrANE
£ _hunt- e wogm [ % %Y
nam oduct- 14 Lf4 7ol
ROM of Cou ma &
\’d:‘ o for
A oY
Tava v
1N
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SQL Assistance in MotherDuck

CALL prompt_sql('what are the top domains being shared on hacker_news?');

CALL prompt_explain('

SELECT COUNT(*) as domain_count,
SUBSTRING('SPETN PARTI(IUE LSty /89
FROM hn.hacker_news

1,

POSITION(''/"'" IN SPLIT_PART(url,

WHERE url IS NOT NULL GROUP BY domain ORDER BY domain_count DESC LIMIT 10;

);

CALL prompt_fixup('SEELECT COUNT(*) as domain_count FROM hn.hackers');

Question :::::>
Schema

o

"'//'', 2)) - 1) as domain

Validation

X

Response

24



MotherDuck

NL to SQL

Text Processing with
LLMs in SQL

Embeddings & Vector
Search

Classical
Machine Learning

25
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50% of database columns in the real world are strings!

Table 7: Column Data Type Distribution: Shows the proportion of columns
that use a particular data type and the proportion of columns marked as Predicate

Columns by Redshift.
Data Type Stored Columns Predicate Columns

Fleet TPC-H TPC-DS | Fleet TPC-H TPC-DS
varchar 52.1% 21.3% 11.2% | 53.8% 15.6% 9.8%
numeric(P, S) 10.2%  14.8% 18.8% | 7.0% 11.1% 8.8%
integer 9.1% 19.7% 44.5% | 11.6% 22.2% 60.3%
bigint 7.0% 11.5% = 9.4% 15.6% -
timestamp w/o tz | 6.2% - -| 58% - -
double 4.5% - - 22% - -
boolean 3.9% - - 15% - -
date 2.2% 6.5% 2.6% 3.2% 8.9% 0.5%
smallint 2.1% - - 23% - =
char(N) 1.7% 26.2% 22.8% 2.4% 26.7% 20.6%
float 0.4% - -1 02% - -
timestamp w/ tz 0.4% - -| 0.4% - -

Why TPC Is Not Enough: An Analysis of the Amazon Redshift
Fleet, van Renen et al., AWS, VLDB 2024

Number of Tuple Values
S
2
o

8% 15%  0.9%

Text Integer Real Datetime Date Boolean

Figure 1: Distribution of data types used

Get Real: How Benchmarks Fail to Represent the Real
World, Vogelsgesang et al., Tableau Software, DBTest ‘18



Costs per Token
have fallen

dramatically 1in
the past years.

$20.00

20

15

10 1

Cost p. 1M Tokens*

$4.00

GPT-3 GPT-40
(June 2020)

* blended rate that assumes 80% input and 20% output tokens

-99.7%

- $0.24 '+ $0.06

GPT-40-mini Meta Llama 3.2
3B
(TogetherAl)
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100 =

GPT-4(fewshod _ _____o
GPT-40-mini — /
80 /«’

Sm al l L an g u ag e Llama 3.2 32) » ;:;:Ct’i!;ﬁ%f(:)B'(s‘;Sh°t)““"@"ﬂ” Qwen 7B (5-shot): 56.700
Models have il O
become powerful.

e

GPT-3_175B«( S:E,h,a\;).,;

AVERAGE (%)

40

20

Jul '20 Jan 21 Jul 21 Jan '22 Jul '22 Jan '23 Jul 23 Jan '24

https://paperswithcode.com/sota/multi-task-language-understanding-on-mmliu



https://paperswithcode.com/sota/multi-task-language-understanding-on-mmlu

MotherDuck 2°

Prompt language eee
models 1n SQL.

BN

SELECT prompt('Write a poem about ducks', ‘gpt-40’) AS response;




MotherDuck °°

Text Summarization

SELECT by, text, timestamp,

prompt('summarize the comment in 5 words:

FROM hacker_news.hn

by
yrgulation
paulmd
taylod!
0x457
nopehnnope
jahewson
idlehand
NeverFade

Comevius

text

&gt; In a word, gardening. 1t&#x27;s very fulfilling.<p>M...
| actually don&#x27;t know what you mean by that, but, ...
59% of Americans are correct, but damn! Have they rea...
Wrong or not, the point is that many websites that decla...
Some problems with that:<p>* The US had a single nati...

| dunno. | can imagine any of those points being the sub...

It took billions of years to get to that point, too. Comple...

So we know there is racial discrimination against Asians...

Tegmark and Musk are both dumb people posing as int...

timestamp
2022-08-2218:37:49
2022-08-2218:37:46
2022-08-2218:37:49
2022-08-2218:37:33
2022-08-22 18:37:37
2022-08-22 18:37:27
2022-08-15 19:36:48
2022-10-09 14:57:21

2022-10-09 14:57:21

|| text) AS summary

summary

Gardening brings fulfillment and joy.

Insurance policies generally favor insurers.
Americans profit, worry about fairness.

XHTML validation issues frustrated developers.

EU diversity complicates potential federation.

Civil suits may target artists' responsibility.
Complex life emerged during Cambrian explosion.
Racial discrimination against Asians acknowledged.

Tegmark and Musk seek attention.



MotherDuck °’
Structured Data Extraction

SELECT by, text, timestamp,
prompt(text,

struct:={topic: 'VARCHAR', sentiment: 'INTEGER', technologies: 'VARCHAR[]'},

struct_descr:={topic: 'topic of the comment, single word',

sentiment: 'sentiment of the post on a scale from 1 (neg) to 5 (pos)'

technologies: 'technologies mentioned in the comment'}) as my_output
FROM hn.hacker_news

LIMIT

b




4" MotherDuck *2

Structured Data Extraction

by
yrgulation
paulmd
taylod!
0x457
nopehnnope
jahewson
idlehand
NeverFade
Comevius
dragontamer
pasquinelli
kop316
cdiamand
o___ 0O

rchaud

Filter

text

&gt; In a word, gardening. It&#x27;s very fulfilling.<p>M...
| actually don&#x27;t know what you mean by that, but, ...
59% of Americans are correct, but damn! Have they rea...
Wrong or not, the point is that many websites that decla...
Some problems with that:<p>* The US had a single nati...
| dunno. | can imagine any of those points being the sub...
It took billions of years to get to that point, too. Comple...

So we know there is racial discrimination against Asians...
Tegmark and Musk are both dumb people posing as int...

<a href="https:&#x2F;&#x2F;twitter.com&#x2F;elonmu...

you&#x27;ll get older and things will happen to you. at s...
heh, right now | have had an issue where in Stripe chec...
This assumes that the human mind can continue to exp...

From Glassdoor for related employer:<p><a href="https...

This is a US lawsuit, filed by a non-Indian Infosys emplo...

timestamp
2022-08-2218:37:49
2022-08-22 18:37:46
2022-08-22 18:37:49
2022-08-22 18:37:33
2022-08-22 18:37:37
2022-08-22 18:37:27
2022-08-15 19:36:48
2022-10-09 14:57:21
2022-10-09 14:57:21
2022-04-2519:00:15
2022-10-09 14:57:01
2022-10-09 14:57:16
2022-10-09 14:57:17
2022-10-09 14:56:46

2022-10-09 14:56:49

my_output

{} my_output O x
{'topic": 'gardening’, 'sentiment': 5, 'technologies': ['"au...
{'topic": 'insurance', 'sentiment': 3, 'technologies': []} v {} 3keys
{'topic": 'forgiveness', 'sentiment": 2, 'technologies': []} topic web development
7 7 7 ‘'sentiment’ 4
{'topic": 'web development’, 'sentiment': 4, 'technologie...
v 'technologies' [1 6items
{'topic": 'politics', 'sentiment": 2, 'technologies': [} 0 WXHTML™
{'topic": 'lawsuit', 'sentiment': 3, 'technologies': []} 3 ""JavaScript""
{'topic": 'evolution', 'sentiment': 4, 'technologies': []} 2 »ECSS
{'topic': 'discrimination’, 'sentiment': 2, 'technologies': []} 3 ""Rust""
) » ) i 4 nyew""
{'topic": 'politics', 'sentiment': 2, 'technologies': [}
5 gy

{'topic": 'COVID19', 'sentiment": 2, 'technologies': []}
{'topic": 'life', 'sentiment": 2, 'technologies': []}

{'topic": 'payment’, 'sentiment': 2, 'technologies": ['"Stri...
{'topic": 'cognition’, 'sentiment": 3, 'technologies': []}
{'topic": 'workplace', 'sentiment': 2, 'technologies': ['""W...

{'topic": 'lawsuit', 'sentiment': 3, 'technologies': ]}

100Rows ([ & ~



MotherDuck °°

Structured Data Extraction

SELECT by, text, timestamp, my_output.* FROM my_struct_hn_table

by text timestamp topic sentiment technologies
yrgulation &gt; In a word, gardening. [t&#x27;s very fulfilling.<p>M... 2022-08-22 18:37:49 gardening ['"automation"’, ""water pumps"’, '"grou
paulmd | actually don&#x27;t know what you mean by that, but, ... 2022-08-22 18:37:46 insurance 1]
taylodl 59% of Americans are correct, but damn! Have they rea... 2022-08-22 18:37:49 finance 1
0x457 Wrong or not, the point is that many websites that decla... 2022-08-22 18:37:33 web development [""XHTML"', ""JavaScript"', '"CSS"', ""Ru
nopehnnope Some problems with that:<p>* The US had a single nati... 2022-08-22 18:37:37 politics (1
jahewson | dunno. | can imagine any of those points being the sub... 2022-08-22 18:37:27 lawsuit [l
idlehand It took billions of years to get to that point, too. Comple... 2022-08-15 19:36:48 evolution [
NeverFade So we know there is racial discrimination against Asians... 2022-10-09 14:57:21 discrimination 1
Comevius Tegmark and Musk are both dumb people posing as int...  2022-10-09 14:57:21 politics (1
dragontamer <a href="https:&#x2F;&#x2F;twitter.com&#x2F;elonmu... = 2022-04-2519:00:15 COVID19 (1
pasquinelli you&#x27;ll get older and things will happen to you. ats... 2022-10-09 14:57:01 aging (1




Pre-Trained Language Models are the swiss army knife of NLP

ot —

- Data
4/~ . —  Transformation




Open Models &
Local Inference
are on the rise.

clem & @
@ClementDelangue

We crossed 1M models on Hugging Face!

Post libersetzen

11:54 vorm. - 16. Apr. 2024 - 79.434 Mal angezeigt

Model Growth Monthly

120.0k 114,274.0

100.0k
80.0k

60.0k

40.0k 33.052.0 33,9300 330620 >o°710

23,105.0

15,103.0

5%607.0 6,837.0 5,633.0 7,958.0

[ pip install ollama ]

[

npm install ollama J

ollama run hf.co/{username}/{repository}




Open Models &
Local Inference
are on the rise.
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@ & [0} ® New Chat

your thoughts
2 messages with ChatGPT

WebLLM Chat

Al Models Running in Browser

2

Prompts & Settings

Hello! How can I help you today?
your thoughts System Prompt
2 messages 16/10/2024, 14:58:07

% Calls

On tranquil ponds, they glide with ease,
Their feathers shining, a wondrous breeze.
Their quacks echo through the morning air,
As they waddle, wander, without ~ ¥ Q.

With webbed feet, they paddle with flair,

WebGPU

Write a poem about ducks

16/10/2024, 14:56:54

S B & Uama-3.2-1B-Instruct-q4f32_1-MLC

tnter to send, Shift + Enter for line break, / to browse

prompts

https://weblim.mlc.ai/



https://webllm.mlc.ai/

Dual Execution

select *
from T,S,R
where T.id=S.id AND S.id=R.1id

This example is taken from the Morsel-Driven Parallelism , which DuckDB is based on.
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Dual Execution

select *
from T,S,R
where T.id=S.id AND S.id=R.1id

B Local
Bl Remote

This example is taken from the Morsel-Driven Parallelism , which DuckDB is based on.
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Dual Execution

select *
from T,S,R
where T.id=S.id AND S.id=R.1id

B Local
Bl Remote

This example is taken from the Morsel-Driven Parallelism , which DuckDB is based on.
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Dual Execution

select *
from T,S,R
where T.id=S.id AND S.id=R.1id

B Local
Bl Remote

This example is taken from the Morsel-Driven Parallelism , which DuckDB is based on.
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Dual Execution

Sx R issmall, Tis large

select *
from T,S,R
where T.id=S.id AND S.id=R.1id

B Local
Bl Remote

This example is taken from the Morsel-Driven Parallelism , which DuckDB is based on.
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Dual Execution for Prompt & Embedding Inference
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MotherDuck **

000
Compute
Embeddings in SELECT embedding(my_text) FROM my_table;
SQL.

>




MotherDuck *°

Similarity Search

SELECT title, overview,
array_cosine_similarity(embedding('artificial intelligence'), title_embeddings) as similarity

FROM kaggle.movies
ORDER BY similarity DESC
LIMIT

title overview similarity
A.l. Artificial Intelligence A robotic boy, the first programmed to love, David is ad... 0.80
|, Robot In 2035, where robots are common-place and abide by ... 0.46
Almost Human Mark Fisher disappeared from his home in a brilliant fla... 0.45




Prompt + Embedding = Retrieval Augmented Generation (RAG)

000
CREATE OR REPLACE TEMP MACRO ask_question(question_text) AS TABLE (
SELECT LIST('Title: ' || title || '; Description: ' || overview) as documents,
prompt(
'User asks the following question:\n' || question_text || '\n\n' || T response T x
'Here are the most revelant movies:\n' ||
STRING_AGG( 'Title: ' || title || '; Description: ' || overview, '\n') || '\n' || If you're looking for movies involving fast

'Please write the answer based on them.', E$$Z§%%Tg$;?gggﬁffﬂgg§i;

model := 'gpt-4o Bunny/Road Runner Movie." Both films
) AS response, feature Daffy Duck, a character known for
FROM ( his quick and energetic antics. While these
SELECT title, overview movies are compilations of classic Warner
=:00] kaggle .movies Bros. cartoons, they include several shorts

ORDER BY array_cosine_similarity(overview_embeddings, embedding(question_text)) where Dafty'stast-paced and hummorous
DESC personality shines through.

LIMIT

)3

FROM ask_question('Can you recommend any movies involving fast ducks?')




Check out the docs at:
https://motherduck.com/docs/

Or try it out on:
app.motherduck.com

Free Trial (30 days):
e ~ 40k prompts / day
e ~ 1M embeddings / day

4" MotherDuck 7

Text Embeddings ¢

Embedding Function

n hao tad ticina tho haddina cpalar fiinction

The embedding fur]
large with 1024 o

Consumption is me

small or 4k embe

Syntax

SELECT embedd

Model Paran

By default, the fung
parameter.

Supported models:
family
OpenAl  text

OpenAl  text

Prompt Function

Large Language Models (LLMs) can be prompted, using the prompt function. Outputs can be either text or structured data.

The prompt function uses OpenAl's gpt-40-mini or gpt-4o. Both models support constant and single-row inputs. Multi-row (batch)
processing is only permitted with gpt-40-mini.

Consumption is measured in compute units (CU). One CU hour equates to approx. 1k prompt responses with gpt-4o0-mini or 50

prompt responses with gpt-4o0, assuming an input size of 1000 characters and response size of 250 characters.
Syntax

SELECT prompt('Write a poem about ducks'); —- returns a single cell table with the response

Optional parameters

Parameter Description
model Model type, either 'gpt-4o0-mini' (default), or 'gpt-40-2024-08-06"' (alias: 'gpt-40')
temperature Model temperature value between @ and 1, default: 0.1

Output schema as struct, e.g. {summary: 'VARCHAR', persons: 'VARCHAR[]'}.Willresultin STRUCT
output.

struct

TIcH Descriptions for struct fields that will be added to the model's context, e.g. {summary: 'a 1 sentence
struct_descr
- summary of the text', persons: 'an array of all persons mentioned in the text'}

A json schema that adheres to this guide. Provides more flexibility than the struct/struct_descr parameters. Will
resultin JSON output.

json_schema



https://motherduck.com/docs/sql-reference/motherduck-sql-reference/ai-functions/prompt/
https://app.motherduck.com

Vector Search: Naiive Search, HNSW, [VFFlat

Naiive Search (https://duckdb.org/docs/sql/functions/array.html#array_cosine_similarityarray1-array2)
== No Index Maintenance
== 100% Retrieval Accuracy
== < 1s lookup times with up to 2M rows in DuckDB (Mac M2 Pro)
== | ookup times scale linearly with dataset size

HNSW: (https://duckdb.org/docs/extensions/vss.html)
== High recall & QPS even on large datasets (>10M entries)
== Index is relatively robust to updates
== |[ndex building takes time (~300s for a 2M row index)
== | arge memory footprint (roughly 0.75x of the embedding size)

IVFFlat (https://community-extensions.duckdb.org/extensions/faiss.html)
== Low memory footprint (only save one cluster-id per row)
== Index creation is fast
== jncremental updates require re-computation of centroids to maintain recall — not ideal for frequent updates
== [ower QPS than HNSW (~ factor 10x)
== [ower recall than HNSW for large datasets
== faiss extension still in early stages
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Hybrid Search

All-in-SQL Hybrid

. S€arch in DuckDB

ELS

R

-+

Vector embeddings

[02]04 05 Jo7 oz Jos[osas]

a uckDB
gearch “SLJ“Q 1

METHODS

2024/06/20 - Adithya Krishnan

ALL-IN-SQL HYBRID SEARCH
IN DUCKDB: INTEGRATING
FULL TEXT AND EMBEDDING

Explore search methods with DuckDB
using Full-Text-Search and embeddings

https://motherduck.com/blog/search-using-duckdb-part-3/
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Machine Learning in A Data Warehouse
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Linear Regression

regr_intercept(y, x)

Description The intercept of the univariate linear regression line, where x is the independent variable and y is the dependent variable

Formula regr_avgy(y, x) - regr_slope(y, x) * regr_avgx(y, x)

Alias(es) -

regr_slope(y, x)
Description Returns the slope of the linear regression line, where x is the independent variable and y is the dependent variable.

Formula regr_sxy(y, x) / regr_sxx(y, x)

Alias(es) -

https://duckdb.org/docs/sql/functions/agaregates.html#regr_slopey-x
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K-Means Clustering in DuckDB

CREATE TABLE tbl1l AS SELECT [a,b]::FLOAT[2] as vall FROM
read_csv( 'https://github.com/gagolews/clustering-data-v0/raw/master/sl.
column_names=['a', 'b']) ORDER BY random();

SELECT kmeans(vall, ) FROM tb11;

MAP(INTEGER, FLOAT[2])
{:

(
[

[

, 4=I
ool

data.gz',

delim="'

)
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Decision Trees in DuckDB

—8— JoinBoost

800 -
_— ~%¥— LightGBM
‘5’ 600 1 —4— Sklearn-hist
£ 400 1 —+— XGBoost

—&— Sklearn

|_.
200 1_
—-= Join+Export

0 1

Iterations

(a) Random forest training time. JoinBoost is ~3X faster than LightGBM.

https://github.com/JoinBoost/JoinBoost
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Data Cleaning and Wrangling
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Can Foundation Models Wrangle Your Data?

Avanika Narayan, Ines Chamit, Laurel Orr, Simran Arora, Christopher Ré
Stanford University and tNumbers Station

{avanika,lorr1,chrismre,si:

tanford.edu, ine: ion.ai

ABSTRACT

Foundation Models (FMs) are models trained on large corpora of
data that, at very large scale, can generalize to new tasks without
any task-specific finetuning. As these models continue to grow in
size, innovations continue to push the boundaries of what these
models can do on language and image tasks. This paper aims to
understand an underexplored area of FMs: classical data tasks like
cleaning and integration. As a proof-of-concept, we cast five data
cleaning and integration tasks as prompting tasks and evaluate the
performance of EMs on these tasks. We find that large FMs general-
ize and achieve SoTA performance on data cleaning and integration
tasks, even though they are not trained for these data tasks. We iden-
tify specific research challenges and opportunities that these models
present, including challenges with private and domain specific data,
and opportunities to make data management systems more acces-
sible to non-experts. We make our code and experiments publicly
available at: https://github.com/HazyResearch/fm_data_tasks.

1 INTRODUCTION

Foundation Models (FMs) [19] are models trained on broad data that
can be adapted to a wide range of downstream tasks. These models
have achieved substantial gains across many semantically challeng-
ing tasks such as question answering [20], knowledge base con-
struction [80], and information retrieval [39]. As they have scaled
to hundreds of billions of parameters (e.g. GPT-3 [20], PaLM [22]),
large FMs have demonstrated surprising emergent behaviors and
good zero-shot generalization to new tasks (i.e. no task-specific
finetuning) on domains vastly different from the data they were pre-
trained on [22]. These large FMs are often autoregressive language
models (e.g. GPT-3 and PaLM) that are trained to predict the next
word in large text corpora and can be adapted to new tasks given a
simple natural language description of the task (see Figure 1). These
breakthrough capabilities have led to a race for building bigger and
better models, and innovations continue to push the boundaries of
what large FMs can do on a variety of hard language tasks.

A natural question that arises is whether these advances can
benefit hard classical data tasks (e.g. data cleaning and integration).
While it is clear that FMs benefit text-intensive tasks, it is not clear
whether these models can be applied to data tasks over structured
data. The symbols commonly found in structured data (e.g. dates,

Foundation Model

“Product A is Title: Macbook Pro Price: $1,999
Product B is Title: Macbook Air Price: $899
Are product A and product B the same?”

Table 1 Table 2

Macbook Pro  $1,999.00 Macbook Air  $899.00

Figure 1: A large FM can address an entity matching task
using prompting. Rows are serialized into text and passed to
the FM with the question “Are products A and B the same?”.
The FM then generates a string “Yes” or “No” as the answer.

pretrained language models (PLMs) like BERT [32]—to semantically-

complex data tasks. However, these approaches still require a sig-

nificant amount of engineering effort as they rely on:

o Task-specific architectures: Data cleaning and integration en-
capsulate many different tasks such as entity matching [78], schema
matching [93], and error detection [41]. Existing approaches,
whether they are rule-, ML- or DL-based, vary greatly from one

task to the other, often with complex, task-specific architectures.
For instance, adapting BERT to data tasks requires architectural
changes and finetuning the entire model for each task. This leads
to siloed and hard-to-maintain systems.
Hard-coded knowledge: Data tasks often rely on domain knowl-
edge (e.g. understanding the relationship between a city and its
zip code for data cleaning constraints) and commonsense reason-
ing. These are usually hard-coded with human-engineered rules
or external bases [24, 85]. C systems can
be brittle and fail to generalize to a diverse set of domains.

Labeled data: ML- and DL-based solutions require copious amounts

of hand-labeled data [9]. For instance, PLMs that have achieved

state-of-the-art (SOTA) results on data tasks (e.g. Ditto [38])

re-

Table 1: Entity matching results measured by F1 score where
k is the number of task demonstrations.

GPT3-175B
(k=10)

Dataset Magellan | Ditto GP’(I::(I); ok
Fodors-Zagats 100 100 87.2
Beer 78.8 94.37 78.6
iTunes-Amazon 91.2 97.06 65.9
Walmart-Amazon 71.9 86.76 60.6
DBLP-ACM 98.4 98.99 93.5
DBLP-Google 92.3 95.60 64.6
Amazon-Google 49.1 75.58 54.3

100
100
98.2
87.0
96.6
83.8
63.5

Task

Imputation

Error Detection

Dataset

Restaurant | Buy | Hospital | Adult

IMP

HoloClean 33.1 16.2 514 54.5
71.2 96.5 -
HoloDetect - - 94.4 99.1
GPT3-175B (k=0) 70.9 84.6 6.9 0.0
GPT3-6.7B (k=10) 80.2 86.2 2.1 99.1
GPT3-175B (k=10) 884 98.5 97.8 99.1

Task

Data Transformation

Schema Matching

Dataset

StackOverflow | Bing-QueryLogs

Synthea

Previous SoTA
GPT3-175B (k=0)
GPT3-175B (k=3)

63.0 32.0
32.7 24.0
65.3 54.0

38.5
0.5
45.2
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Towards Parameter-Efficient Automation
of Data Wrangling Tasks with Prefix-Tuning

1 Introduction

David Vos Till Dohmen Sebastian Schelter

University of Amsterdam University of Amsterdam University of Amsterdam
s.schelterQuva.nl

d.j.a.vos@uva.nl t.r.dohmenQuva.nl

Abstract

Data wrangling tasks for data integration and cleaning arise in virtually every data-
driven application scenario nowadays. Recent research indicated the astounding
potential of Large Language Models (LLMs) for such tasks. However, the automa-
tion of data wrangling with LLMs poses additional challenges, as hand-tuning
task- and data-specific prompts for LLMs requires high expertise and manual effort.
On the other hand, finetuning a whole LLM is more amenable to automation, but
incurs high storage costs, as a copy of the LLM has to be maintained. In this work,
we explore the potential of a lightweight alternative to finetuning an LLM, which
automatically learns a continuous prompt. This approach called prefix-tuning does
not require updating the original LLM parameters, and can therefore re-use a single
LLM instance across tasks. At the same time, it is amenable to automation, as
continuous prompts can be automatically learned with standard techniques. We
evaluate prefix-tuning on common data wrangling tasks for tabular data such as en-
tity matching, error detection, and data imputation, with promising results. We find
that in five out of ten cases, prefix-tuning is within 2.3% of the performance of fine-
tuning, even though it leverages only 0.39% of the parameter updates required for
finetuning the full model. These results highlight the potential of prefix-tuning as a
parameter-efficient alternative to finetuning for data integration and data cleaning
with LLMs.

Data wrangling tasks such as finding duplicates during data integration, detecting errors in tables or

56

Table 3: Prefix-tuning drastically outperforms (trainingless) zero-shot prompting across all tasks.

Task Dataset Metric Prefix-tuning Zero-shot prompting
TS5 (220M params) GPT-3 (175B params)

Entity matching DBLP-Google Fl-score 0.9517 0.646

Entity matching DBLP-ACM Fl-score 0.981 0.935

Entity matching  iTunes-Amazon Fl-score 0.9286 0.659

Entity matching  Fodors-Zagats Fl-score 0.9767 0.872

Entity matching  Beer Fl-score 0.8571 0.786

Entity matching Walmart-Amazon | Fl-score 0.7961 0.606

Entity matching Amazon-Google | Fl-score 0.6642 0.543

Imputation Buy Accuracy 0.9231 0.846

Imputation Restaurant Accuracy 0.8488 0.709

Error detection ~ Hospital F1-score 0.9766 0.069
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Towards Efficient Data Wrangling with LLMs using Code
Generation

Xue Li
MotherDuck & University of Amsterdam
Amsterdam, Netherlands
xli3@uva.nl

ABSTRACT

While LLM-based data wrangling approaches that process each row
of data have shown promising benchmark results, ional
costs still limit their suitability for real-world use cases on large

datasets. We revisit code generation using LLMs for various data
wrangling tasks, which show promising results particularly for
data transformation tasks (up to 37.2 points improvement on F1
score) at much lower computational costs. We furthermore identify
shortcomings of code generation methods especially for seman-
tically challenging tasks, and ly propose an }

that combines program generation with a routing mechanism using
LLMs.

ACM Reference Format:

Xue Li and Till Déhmen. 2024. Towards Efficient Data Wrangling with LLMs
using Code Generation. In Workshop on Data Management for End-to-End
Machine Learning (DEEM 24), June 9, 2024, Santiago, AA, Chile. ACM, New
York, NY, USA, 5 pages. https://doi.org/10.1145/3650203.3663334

1 INTRODUCTION

Data wrangling tasks such as data cleaning, data integration, and
data transformations are part of almost every data analytics work-
flow and ETL pipeline when working with real-world data. As

wrangling tasks can be tedious and time-consuming [7], methods
that automate or assist users with such tasks are a valuable addition
to Bl and data warehousing systems like MotherDuck. When talk-
ing to MotherDuck users, we observed that aside from ease-of-use,
quality and computational efficiency, interpretable and determin-
istic solutions are crucial for the adoption and trust in automated
‘wrangling solutions. For ad-hoc analytics, users want to write sim-
ple prompts that describe the desired wrangling task, and iterate
over ideas quickly, without the need to extensively label data. At

Till Déhmen
MotherDuck
Amsterdam, Netherlands
till@motherduck.com

makes them not well suitable for ad-hoc analytics scenarios. While
large language models (LLMs) [9] perform decently in zero-shot
or few-shot settings, they incur high latency and are expensive to
apply to each row, which makes them unsuitable for million-row
scale datasets. LLMPR methods are furthermore not well suited
for structured-to-structured data transformation, such as unit con-
version, as they struggle with calculations. Another direction is to
use program synthesis or pr ing-by ple (PBE) meth-
ods [1, 4, 7] that derive a program (e.g. Pandas, or Excel-Macro)
from a given set of input-and-output examples. Those methods have
the desired property of being well interpretable and deterministic,
and produce code that can be executed efficiently on millions of
rows. However, traditionally, program synthesis and PBE methods
were challenging to adapt to new tasks. Now, with LLMs, using PBE
methods for data wrangling is becoming more feasible. However,
even then, PBE methods struggle with semantically challenging
tasks (see BingQL-semantics eval in Section 4.2) if they were not
specifically implemented to handle them. Furthermore, giving nat-
ural language instruction rather than input-output pairs feels more
natural for certain tasks, e.g. "detect faulty entries in this column

or "convert Roman numerals to Arabic numbers".

We revisited LLMs as prompt-based code generators for data
wrangling tasks, and evaluated our method on existing data wran-
gling benchmarks. Our experiments show that LLM-generated data
wrangling code outperforms existing LLMPR and traditional PBE
methods, in particular on data transformation tasks, while the per-
formance on other tasks such as entity matching and error detection
varies depending on the task and dataset. We attribute this to some
tasks requiring a semantic understanding of the input, where code-
based approaches underperform compared to LLMPR methods.

‘We conclude that neither of both directions alone have the poten-

tial to lead to high-quality and cost-efficient automated wrangling

Dataset PBE [4] | LLMPR [9] Code Generation
(Ours)

BingQL-semantics 32.0 54.0 91.6

BingQL-Unit 96.0 N/A 95.0

Stack-overflow 63.0 65.3 874

FF-GR-Trifacta 91.0 N/A 83.7

Head cases 82.0 N/A 74.6

Average | 728 | N/A | 86.46

Table 1: F1 score on Data Transformation task, k = 3.

Task Dataset LLMPR[9] | Code Generation
(Ours)

EM Fodors-Zagats 100 95.5
EM Beer 100 75.0
EM DBLP-ACM 96.6 19.7
EM DBLP-GoogleScholar 83.8 69.7
EM Amazon-Google 63.5 42.1
EM iTunes-Amazon 98.2 70.0
EM Walmart-Amazon 87.0 25.5
DI Buy 98.5 84.6
DI Restaurant 88.4 50

ED Hospital 97.8 23.5
ED Adult 99.1 100*

Table 2: Accuracy on Data Imputation task and F1 on Entity

Matching and Error Detection, k = 10.

(* score is only evaluated on the

ne

1

ncome"

column.)
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