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User needs: fast aggregates



Medium-sized data
● 12% of customers have footprints with > 1m rows

● Largest customer has >15m rows -> ~750mb parquet
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● Largest customer has >15m rows -> ~750mb parquet

● Fits on one machine, but non-trivial to query performantly
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Existing solution: Postgres
● 162GiB table / 252GiB of Postgres database size
● Painful migrations
● Arbitrary analytic queries don’t scale
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Why we love this
● It’s fast!

○ 10x faster than Postgres with lots of indexes
○ 100s of ms for our P99 data size

● No more giant table!
● Less adhoc caching
● Parquet 💜



Other uses
● Data pipeline: activity data -> carbon footprint data
● Query any parquet file
● ~75k duckdb-server queries per day
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Thank you!
jessica@watershed.com


